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Abstrak: Penelitian ini mengkaji penerapan K-Nearest Neighbors (KNN) untuk 

mengidentifikasi penyalahgunaan listrik pada pelanggan di Unit Pelaksana Pelayanan 

Pelanggan Perusahaan Listrik Negara di Kabupaten Demak yang biasa disebut PLN UP3 

Demak. Studi ini mengevaluasi efektivitas Teknik Pengambilan Sampel Minoritas Sintetis 

(SMOTE) dalam mengatasi masalah ketidakseimbangan data. Pola penyalahgunaan listrik 

dianalisis di seluruh kelompok konsumen, dan dampak SMOTE terhadap akurasi dan 

sensitivitas prediksi KNN dinilai. Hasil menunjukkan bahwa meskipun SMOTE meningkatkan 

deteksi instance kelas minoritas, hal ini dapat mengurangi akurasi secara keseluruhan. 

Sebaliknya, model yang dilatih tanpa SMOTE menunjukkan stabilitas dalam mengidentifikasi 

pola penggunaan umum, sehingga meminimalkan risiko overfitting. Temuan ini 

menggarisbawahi trade-off antara mencapai kumpulan data yang seimbang dan menjaga 

ketepatan klasifikasi dalam deteksi penyalahgunaan listrik.   

Kata Kunci: Penyalahgunaan Listrik, KNN, SMOTE, Data Balancing, PLN UP3 Demak, 

Pengenalan Pola. 

   

Abstract: This research investigates the application of K-Nearest Neighbors (KNN) for 

identifying electricity misuse among customers at National Electricity Company Customer 

Service Implementation Unit in Demak Regency, commonly referred to as PLN UP3 Demak. 

The study evaluates the effectiveness of the Synthetic Minority Over-sampling Technique 

(SMOTE) in addressing imbalanced data issues. Patterns of electricity misuse were analyzed 

across consumer groups, and the impact of SMOTE on KNN's predictive accuracy and 

sensitivity was assessed. Results indicate that while SMOTE improves the detection of minority 

class instances, it may reduce overall accuracy. Conversely, models trained without SMOTE 

demonstrate stability in identifying general usage patterns, minimizing risks of overfitting. The 

findings underscore the trade-offs between achieving balanced datasets and maintaining 

classification precision in electricity misuse detection.   
Keywords: Electricity Misuse, KNN, SMOTE, Data Balancing, PLN UP3 Demak, Pattern 

Recognition. 

   

   
INTRODUCTION 

The study investigates the detection of electricity misuse using machine learning 

techniques at PLN UP3 Demak. It compares the results of the KNN algorithm with and without 

the use of SMOTE for addressing imbalanced datasets. The goal is to determine the trade-offs 
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between using SMOTE to balance classes versus maintaining data integrity without synthetic 

samples [5].  

To further evaluate the model, we calculated the Euclidean distance between the test data 

and the training data. For instance, if we divide the dataset into 10 folds, we can train the model 

using data from folds 2, 3, 4, and 5. The Euclidean distance formula is employed to measure 

the distance between test and training samples [6]. For a specific instance, let’s assume we 

calculate the Euclidean distance for the first test data point and the tenth training data point, 

as follows: 

Euclidean Distance=(x1−x2)2+(y1−y2)2+…+(n1−n2)2 

In this analysis, we find that for k=1k = 1k=1, the model achieves 100% accuracy since 

all predictions are correct. 

Additionally, metrics such as classification reports and confusion matrices are employed 

to evaluate model performance comprehensively. True Positives (TP), True Negatives (TN), 

False Positives (FP), and False Negatives (FN) are used to calculate overall accuracy, 

precision, recall, and the F1 score. The Receiver Operating Characteristic (ROC) curve is also 

generated to analyze the trade-off between true positive rates and false positive rates, with the 

Area Under the Curve (AUC) serving as a measure of the model's ability to distinguish 

between positive and negative classes. This methodology provides valuable insights into the 

model's classification capabilities and potential areas for improvement. 

RESEARCH METHOD 

Data Collection The dataset used in this study contains electricity consumption data from 

115 customers identified as having committed electricity misuse at PLN UP3 Demak, covering 

the period from February 2023 to April 2024. The dataset includes. 
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Fig 1. Dataset Study 

Data Preprocessing The data preprocessing process encompassed several key steps to 

ensure the dataset was well-prepared for analysis. First, missing values were addressed through 

imputation, allowing for the preservation of the dataset's integrity by filling in gaps where data 
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was absent. Next, normalization was conducted using StandardScaler, which standardized the 

kWh values to create a uniform scale for further analysis. Additionally, categorical encoding 

was applied to the violation categories, transforming these variables into a format suitable for 

machine learning algorithms. Finally, the dataset was divided into training and testing sets, 

with 70% allocated for training and 30% reserved for testing, establishing a clear framework 

for evaluating model performance. 

Model Training The K-Nearest Neighbors (KNN) algorithm was utilized in this study, 

employing several specific configurations to enhance its performance. The Euclidean distance 

metric served as the basis for measuring similarity between data points. To optimize 

hyperparameters, particularly the value of k, cross-validation was conducted, revealing that the 

best value was determined to be 4 for the original dataset. The training was carried out under 

two distinct scenarios: first, the model was trained using the original dataset without any 

modifications. In the second scenario, the dataset was balanced using the Synthetic Minority 

Over-sampling Technique (SMOTE), which generated synthetic samples to bolster the 

representation of the minority class. This approach aimed to improve the model's predictive 

capabilities and ensure a more balanced dataset for training. 

RESULTS AND DISCUSSION 

Without SMOTE  

Data Preprocessing and K-Nearest Neighbors (KNN) Implementation The dataset was 

standardized using StandardScaler to ensure uniform feature scaling before splitting into 

training (70%) and testing (30%) sets. The KNN model was trained with default parameters 

and the Euclidean distance metric. Cross-validation identified the optimal k value as 4. 
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Fig 2. KNN Evaluation Results Without SMOTE 

Figure 2 displays the KNN model's performance with k set to 4. The model effectively 

identified non-violation cases (class 0) with a precision of 0.64, recall of 0.82, and F1-score of 

0.72. However, for violation cases (class 1), it struggled, showing a precision of 0.43, recall of 

0.23, and a low F1-score of 0.30. Overall accuracy was 0.60. 
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Fig 3. Clustering Results Distribution 

Figure 3 illustrates the clustering results, with Cluster 0 ("Increasing Trend") containing 

the most instances (79), indicating a predominant positive usage trend. Cluster 1 ("Decreasing 

Trend") had 31 instances, while Cluster 2 ("Seasonal Fluctuation") had only 5, suggesting that 

most data showed increasing or decreasing trends, with seasonal fluctuations being rare. 

 

Fig 4. Trends in Datasets P2 and P3 
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In Figure 4 the largest cluster in both datasets is Cluster 1, representing the increasing 

trend.  

Table 1. Indicates That for P2 & P3 

Golongan Cluster 
Jumlah 

Pelanggan 
Pola Tren 

P2 

1 39 Tren Meningkat 

0 29 Tren Menurun 

2 3 Fluktuasi Musiman 

P3 

1 21 Tren Meningkat 

0 17 Tren Menurun 

2 6 Fluktuasi Musiman 

Table 1 indicates that for P2, Cluster 1 (39 instances) is predominant, while Cluster 0 (29 

instances) shows a decreasing trend, and Cluster 2 (3 instances) indicates rare seasonal 

fluctuations. The same pattern is observed in P3, with Cluster 1 leading at 21 instances. 

 

Fig 5. Trend Patterns Without SMOTE 

Overall, the increasing trend is dominant, while seasonal fluctuations are infrequent. 

Figure 5 shows that customers using over 300 kWh monthly experienced a decline, whereas 

those around 150 kWh remained stable, and those below 100 kWh showed an increase. 39 

customers in Cluster 0 of P2 likely engaged in fraud, using between 55 and 58.5 kWh, with an 
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upward trend. Figure 4.8 indicates that 29 customers in Cluster 1 had usage declining from 325 

to 250 kWh. Finally, Figure 4.9 shows that 3 customers in Cluster 2 had usage between 145 

and 147 kWh, initially rising before increasing significantly over the first eight months. 

Trend Patterns in P2 with SMOTE 

 

Fig 6. Trends for Cluster P2 

Overall, the increasing trend is predominant in both datasets, while seasonal fluctuations 

are infrequent. Figure 6 illustrates the trends for Cluster P2, where customers using over 300 

kWh monthly experienced a decrease, which is a positive sign despite an initial increase in the 

first four months. In contrast, customers using around 150 kWh remained stable with no 

decline, while those using below 100 kWh per month showed an upward trend. 
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Fig 7. Cluster 0 P2 

In Figure 7, 36 customers in Cluster 0 of P2 showed signs of potential fraud with an 

average usage of 140 kWh. This cluster maintained a stable trend, although there was an 

increase over the initial eight months, followed by a decline in usage.  

 

Fig 8. Cluster 1 P2 
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Figure 8 depicts that 32 customers in Cluster 1 exhibited fraudulent behavior with usage 

increasing from 53 kWh to 58 kWh, indicating an upward trend. Lastly,  

 

Fig 9. Cluster 2 P2 

Figure 9 shows that 3 customers in Cluster 2 had usage ranging from 325 kWh to 240 

kWh, initially declining before significantly increasing over the first six months. 

Advantages of Using SMOTE: SMOTE (Synthetic Minority Over-sampling 

Technique) offers significant advantages in data balancing. Firstly, it effectively addresses class 

imbalance, particularly observed in dataset P2. This technique helps reduce the disparity 

between majority and minority classes, enabling the KNN model to be trained on data that 

better represents each class. Consequently, the KNN model becomes more reliable in 

recognizing patterns from the minority class. While overall accuracy may not show significant 

improvement, SMOTE enhances model performance, particularly in recall for the minority 

class (class 1), indicating greater sensitivity in detecting electricity misuse despite a trade-off 

in precision. Additionally, SMOTE facilitates better pattern identification in clustering 

analysis, as the more balanced data distribution can reveal previously unnoticed trend patterns. 

Disadvantages of Using SMOTE: Despite its advantages, SMOTE also presents some 

drawbacks. A primary concern is the potential for overfitting in the minority class. SMOTE 

https://journalpedia.com/1/index.php/jipt
https://journalpedia.com/1/index.php/jipt


Jurnal Ilmu Pendidikan  

dan Teknologi   

https://journalversa.com/s/index.php/jipt                                                                            Vol. 7, No. 2, April 2025 

 

11 

generates synthetic samples based on existing data, which may lead the model to become too 

specific to these synthetic samples and not represent real-world data variations. Furthermore, 

applying SMOTE does not always improve the overall accuracy of the KNN model. In the 

analysis conducted, the accuracy of the model with SMOTE was slightly lower than without 

SMOTE (0.54 with SMOTE vs. 0.60 without SMOTE). This may be due to the artificial 

imbalance created by synthetic samples, which disrupts the model's ability to accurately 

classify the majority class. Lastly, using SMOTE adds complexity and processing time, 

requiring additional computational resources to generate synthetic samples and train the model 

on a larger dataset, a critical consideration when dealing with very large datasets. 

Focus on the Minority Class SMOTE is utilized to enhance model performance on the 

minority class, albeit at the expense of slight overall accuracy. The lower k value after applying 

SMOTE indicates that the KNN model requires fewer neighbors to achieve optimal 

performance on a more balanced dataset. In other words, the model becomes more adaptable 

in recognizing patterns from the minority class post-SMOTE. 

 

Fig 10. Comparison between methods illustrates that without SMOTE 

Trade-off Between Precision and Recall  In Figure 10, the comparison between 

methods illustrates that without SMOTE, the model achieved higher accuracy but had low 
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precision and recall for the minority class. After applying SMOTE, recall for the minority class 

improved, even though precision decreased. This signifies that the model is more frequently 

detecting violations, albeit with more false positives. In the context of electricity misuse 

detection, identifying more violations can be more critical than minimizing false positives. 

Relevance in Business Context: Although the overall model accuracy is lower with 

SMOTE, the primary focus of this research is on detecting patterns of electricity misuse. 

Therefore, the increased recall for violation cases after applying SMOTE is a significant 

advantage, as it allows for the identification of more potential offenders, which is more relevant 

to PLN's operational context. 

Discussion 

The findings suggest that while SMOTE can enhance recall, it may compromise 

precision. Overfitting risks arise due to synthetic data, potentially reducing the model's ability 

to generalize well on unseen data. The trade-offs highlight the need for careful consideration 

when using data balancing techniques in machine learning applications. 

CONCLUSION 

This study evaluated the effectiveness of SMOTE (Synthetic Minority Over-sampling 

Technique) in balancing data within datasets P2 and P3, focusing on the detection of electricity 

misuse. The findings indicate several key insights: 

Effectiveness of SMOTE in Data Balancing: SMOTE proved effective in addressing 

class imbalance, particularly in enhancing the representation of minority classes. This 

improvement allowed the KNN model to become more sensitive to patterns in 

underrepresented classes, even though overall accuracy did not always increase. 

Model Performance on Minority Classes: The implementation of SMOTE significantly 

enhanced the model's performance regarding the minority class, as evidenced by the increased 

recall rates. This enhancement suggests that SMOTE aids the model in identifying more 

instances of electricity misuse, which is critical for effective violation detection, despite some 

compromise in precision. 

Customer Trend Patterns: Analysis of customer trends in P2 and P3 revealed significant 

patterns, such as suspicious increases in electricity consumption among low-consumption 
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customers and declines among high-consumption customers. These patterns provide crucial 

insights into potential future misuse of electricity. 

Potential Fraud Detection: The increasing trend, particularly among low-consumption 

customers, highlights the potential for more sophisticated electricity misuse. Continuous 

monitoring of these patterns is essential, especially following declines followed by significant 

increases in consumption. 

Performance Without SMOTE: Analysis indicated that model performance without 

SMOTE had advantages in terms of overall accuracy. Without synthetic samples potentially 

leading to overfitting, the KNN model was able to focus on original data patterns, resulting in 

more stable and accurate predictions for the majority class. In the context of electricity misuse 

detection, higher overall accuracy is more reliable, particularly when the primary goal is to 

identify normal usage patterns and detect suspicious outliers consistently. 

Comparison of Model Performance with and without SMOTE 

Metric Without SMOTE With SMOTE 

Accuracy 0.60 0.54 

Precision (Class 1) 0.43 0.40 

Recall (Class 1) 0.23 0.46 

F1-Score (Class 1) 0.30 0.42 

 
Fig 11. Model Accuracy Comparison 
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